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ABSTRACT 
The environmental impact of data centers is significant and is 
growing rapidly. Servers alone in the US consumed 1.2% of the 
nation’s energy in 2005, according to the EPA. In the following 
year, the EPA found that the cost of energy rose by 10%. 
However, there are many opportunities for greater efficiency 
through integrated design and management of data center 
components. To that end, we propose a sustainable data center 
that replaces conventional resource delivery models with a 
framework centered around the supply and demand side 
management of all data center resources including IT, power and 
cooling. We have identified five elements for achieving this 
vision: data center scale lifecycle design, flexible and 
configurable building blocks, pervasive cross-layer sensing, 
knowledge discovery and visualization, and autonomous control. 
We describe these principles and provide selected results that 
quantify the potential for savings.  

Categories and Subject Descriptors 
C.0 [Computer System Designs]: General – system 
architectures; K.4 [Computing milieux]: General – computers 
and society. 

General Terms 
Design, Management, Economics 

Keywords 
Sustainability, Exascale, Data Centers 

1. INTRODUCTION 
A recent study found that IT is responsible for about 2% of 

global greenhouse gas emissions [1], about as much as the 
aviation industry. Furthermore, it projected that that this share 
would double by the year 2020. Increasing environmental concern 
and regulatory action will soon force a paradigm shift in how IT 
solutions are designed and managed across their lifecycles.  
Data centers are a prominent component of this impact, as well as 
the fastest growing.  

To turn this crisis into an opportunity, we propose the 
development of a suite of technologies for a sustainable data 
center (SDC). Specifically, we propose developing technologies 

to reduce the environmental footprint of the data center to such an 
extent that the services offered from such a facility would be more 
environmentally friendly than conventional services offered 
within the physical infrastructures. The SDC would be enabled 
through supply and demand side resource management:  

Supply Side 

 Design of physical infrastructure with focus on lifecycle 
engineering and management, and the available energy 
required to extract, manufacture, operate and reclaim 
components; 

 Utilization of local resources to minimize destruction of 
available energy in transmission, and construction of 
transmission infrastructure. 

Demand Side 

 Provisioning data center resources based on the needs 
and service level agreement of the user through use of 
flexible building blocks, pervasive sensing, knowledge 
discovery and policy based control 

Developing and demonstrating SDC requires the multi-
disciplinary collaboration of mechanical engineers, electrical 
engineers, computer scientists, and others. The hardware 
infrastructure of the data center consists of thousands of servers 
hosting revenue-generating services, interconnected with each 
other and the outside world via networking equipment, and 
relying on storage devices for persistent data. These hardware 
elements are managed by a datacenter-wide software stack that 
spans the platforms and virtualization layers. The data center also 

 

IT:SW 

 

IT:HW 

 

Power 

 

Cooling 

Flexible, Efficient, & Configurable Building Blocks 

Pervasive Cross-layer Sensing 

Autonomous Control 

Knowledge Discovery & Visualization 

Figure 1:  Sustainable Data Center Key Elements 
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has a power infrastructure that feeds electricity to all of the 
equipment, and a cooling infrastructure that removes heat from 
the equipment. The economic and environmental burden of the 
latter two infrastructures often equals or exceeds that of the 
compute infrastructure [2]. 

 Figure 1 shows the five key elements of SDC along with the 
four infrastructure verticals with which they interact.  The 
foundation of a sustainable data center is lifecycle-based design 
based on sustainability, service-level agreement (SLA)  and total 
cost of ownership (TCO) goals through the entire data center 
lifecycle (i.e. build, operation and end-of-life).  The data center is 
designed with flexible efficient elements that enable the 
manipulation of resources within each infrastructure.  Examples 
can include a multiplicity of micro-grids for power generation, 
variable air-conditioning systems for cooling resource generation 
and server architectures that are scalable and power proportional.  
Pervasive sensing that cross-cuts the platforms and management 
layers is necessary in order to gather the information necessary 
during operation.  Knowledge discovery and data analytics can 
then be employed to evaluate resource needs within each 
infrastructure and ensure the operational requirements are being 
met. The final element is an autonomous controller that 
holistically optimizes the energy for a given end-user SLA from 
both the supply and demand side.  Finally, aside from cutting 
across all infrastructures, each element also cuts across multiple 
academic disciplines and will require close collaboration with 
historically separate research groups.    

2. DATA CENTER LIFECYCLE DESIGN 
Sustainable operation must begin with sustainable design.  As the 
first and foundational element of SDC, we propose a Data Center 
Synthesizer to automate and optimize data center design to 
facilitate meeting sustainability, SLA and TCO goals. This 
process begins with a description of the services to be provided 
and any constraints on the design. At HP Labs, we have 
developed an SLA decomposition approach that can transform 
Service Level Objectives (SLOs) for multiple multi-tier 
applications into the computing, power and cooling resources 
required to deliver those services, a complex and challenging task 
since the joint requirements are typically less than the sum of the 
individual requirements [3-5]. Power distribution and cooling 
equipment are selected to meet the operating characteristics of the 
computing equipment, taking into consideration real-time 
performance management that will be incorporated. The next step 
is projection of a candidate data center solution based on the 
selected computing, power and cooling equipment. This step 
results in a complete model and physical layout of the data center, 
incorporating all computing, networking and storage devices and 
the power and cooling infrastructure required to support them. 
Future enhancements will include provisions to specify 
anticipated growth rates to enable the equipment selection to be 
optimized to accommodate that growth, plus additional 
specifications and operational policies that might affect 
equipment selection. 

The candidate data center is analyzed for sustainability criteria, 
performance, availability, thermal characteristics and TCO. The 
sustainability criteria include power consumption for computing 
and cooling, carbon emissions, heat load and embedded exergy, 
which accounts for the loss in exergy (usable energy) for all 
components and manufacturing processes associated with each 

piece of equipment, from raw materials extraction to finished 
products. If the design does not meet key customer requirements 
or if the design can be improved, a re-synthesis process uses the 
results to modify the specifications and generate another 
candidate data center. Iteration continues in a fully-automated 
loop until an optimal solution is reached.   

3. FLEXIBLE BUILDING BLOCKS 
As an example of innovations in the architectural building blocks 
driving energy efficiency and sustainability, we next discuss our 
work on microblades and megaservers [6]. Specifically, our work 
seeks to understand and design energy-efficient next-generation 
servers for emerging cloud workloads. We put together a detailed 

evaluation infrastructure including a new benchmark suite for 
internet sector workloads, and detailed performance, cost, and 
power models to quantitatively characterize bottlenecks. Based on 
the insights from a systematic cost analysis, we propose a new 
design involving modular cost-effective server blocks 
("microblades") to build large powerful computing environments 
("megaservers").  

Our work incorporates volume non-server-class components 
(CPU, flash) in disaggregated building blocks with ensemble-
level provisioning (memory, storage) and novel form-factor, 
interface, infrastructure optimizations, and novel packaging of 
power and cooling at the micro-blade level. Our evaluation shows 
that this approach has the potential for dramatic improvements 
compared to the state-of-the-art, improving energy efficiency by 
factors of 4 to 6 in some cases.  

As ongoing work, we are currently looking at extending the ideas 
proposed in this work further to look at co-designed packaging 
and system architecture, specifically exploring disaggregated 
blade designs for future dematerialized datacenters. 

4. PERVASIVE SENSING 
The next element discussed in Figure 1 is pervasive cross-layer 
sensing and monitoring. In current data centers, the degree of 
sensing is not well distributed across the infrastructure layers.  
While the IT layers (particularly the software layer) contains an 
ubiquitous sensing network, sensing in the power and cooling 
layers is sparse.  We have shown that pervasive sensing in the 
environmental layers, particularly the cooling layer, is necessary 
for efficient resource distribution [15][16].   

Figure 2: Microblade server. 



Furthermore, aggregation and coordination of data across the 
infrastructure layers is required for integrated operation. A key 
element of this is an underlying architecture for coordinated 
monitoring and management. To enable this, we have proposed 
vManage [7], a solution to loosely couple platform and 
virtualization management and facilitate monitoring and 
management coordination in data centers. Our solution is 
comprised of registry and proxy mechanisms that provide unified 
monitoring and actuation across platform and virtualization 
domains, and coordinators that provide policy execution for better 
VM placement and runtime management, including a formal 
approach to ensure system stability from inefficient management 
actions.  Figure 3 illustrates our approach.  

5. KNOWLEDGE DISCOVERY 
Knowledge discovery and data analysis tools are utilized to 
evaluate the data generated during operation.  Knowledge 
discovery techniques generate insights and knowledge from 
disparate data sources across the facility. Data center facilities and 
systems produce huge amounts of data, on the order of megabytes 
per server per day, including environmental sensor data (e.g., 
temperature), operational states (e.g., system utilization), and 
workload information (e.g., user requests). Since the sheer volume 
of data precludes manual inspection, automated data mining and 
knowledge discovery techniques are applied to identify trends, 
patterns, and models for more efficient operation of a data center. 
In particular, we focus on three key areas: (1) detecting 
uncorrelated data center events using Principal Component 
Analysis [8]; (2) visual analytics for thermal state management 
[9], and (3) temporal data mining of common motifs or patterns 
for enhancing operational efficiency [10]. Among other benefits, 
the tools will help optimize resource utilization, predict events, 
manage growth and improve reliability.   

6. AUTONOMOUS CONTROL 
The final element of Fig. 1 considers the autonomous control of 
resources within the infrastructure verticals.  Since available 
energy supply has direct impact on the exchequer, it is sensible to 
manage the available energy supply based on demand and 
improve the effectiveness of utilization of available energy for the 
total IT delivery process at each step. Managing onsite power 
generation, power delivery, power storage and cooling 

infrastructure operation to provide critical services to the IT 
demand layer are critical to sustainable operation.  

Figure 4 shows the sustainable data center ecosystem.  During 
runtime, the data center is managed to reduce resource 
consumption from the IT, power and cooling infrastructures.  
Service Level Agreements (SLAs) are used to define the 
operational requirements of the infrastructure based on 
performance, TCO and sustainability criteria.  These criteria are 
applied to all aspects of data center operation from, for example, 
workload placement and server consolidation to the distribution of 
cooling resources based on the provisioned workload.  Apart from 
the distribution of resources like power and cooling, the 
generation of these resources is also considered in order to take 
advantage of efficient sources that may have time-varying 
attributes (like photovoltaics for power generation, or bringing in 
outside air for cooling during certain times of the day or year).   

A key characteristic of autonomous control in SDC is that control 
is integrated across the infrastructure verticals. Since sensing is 
pervasive and information is shared, resource control decisions 
are made that consider the entire data center ecosystem rather 
than on a single portion of that ecosystem.  Workload schedulers 
provide an example.  Currently, workload may be scheduled 

according to performance and availability requirements with 
supply side attributes (i.e. power and cooling generation and 
distribution) ignored.  However, workload placement location can 
impact overall data center operational cost. We have developed a 
method for ranking workload placement according to cooling 
efficiency in the data center.  We’ve incorporated this ranking 
into both batch and real-time workload schedulers [11]. We have 
experimental evidence that quantifies the impact of this 
integration and shows how the automated migration of a 
virtualized workload from one set of nodes located in an 
inefficient thermal zone to a more efficient zone reduced data 
center energy usage by 27% and improved available thermal 
capacity by 22% [12]. 

Furthermore, the flexible building blocks described in Section 2 
provide sufficient granularity to provide resources where and 
when they are needed rather than relying on over-provisioning to 
meet operational requirements.  We recently consolidated 14 
laboratory data centers into one large site in Bangalore, India, and 

 

Figure 3: Cross-layer monitoring and management 
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applied a dynamic control system that adjusts the utilization of the 
air conditioning system based on 7,500 temperature sensors 
deployed throughout the data center. The 40 per cent savings in 
cooling power consumption achieved in this facility translates to 
annual savings of approximately $1.2 million, when compared to 
the conventional approach [13]. 

Finally, while several past solutions have individually evaluated 
different techniques to address separate aspects of this problem, in 
hardware and software, and at local and global levels, there has 
been not much corresponding work on architectural approaches to 
coordinating all these solutions. In the absence of such 
coordination, these solutions are likely to interfere with one 
another, in unpredictable (and potentially dangerous) ways.  We 
discuss our solution that addresses this problem [14]. We make 
two key contributions. First, we propose and validate a power 
management solution (illustrated in Figure 5) that coordinates 
different individual approaches. Using simulations based on 180 
server traces from nine different real-world enterprises, we 
demonstrate the correctness, stability, and efficiency advantages 
of our solution. Second, using our unified architecture as the base, 
we perform a detailed quantitative sensitivity analysis and draw 
conclusions about the impact of different architectures, 
implementations, workloads, and system design choices. 

7. CONCLUSIONS 
The environmental impact of IT is a growing concern worldwide.  
Data centers contribute a large fraction of this impact. This 
concern, coupled with increasing government interest in 
regulating data center resource consumption, is resulting in a new 
approach to management of data centers.  This paper describes an 
integrated life-cycle based approach to the design and 
management of sustainable data centers enabled by supply and 
demand side management of resource consumption.    
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Figure 5: Coordinated policy management across 
different layers 



 

 


